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Microblog text is usually very short, thereby challenging existing sentiment classification methods by
providing models with little context. Recently, historical user information has been widely used in many
real-world applications, such as recommender systems. However, few research works consider user his-
torical states in the loop of microblog sentiment analysis. In this work, we propose to involve historical
user information for microblog sentiment analysis to alleviate the context sparsity problem. In particular,
we propose a novel neural microblog sentiment classification method which learns informative represen-
tations of microblog posts by exploiting both a user’s contextual information and his/her historical state
information. The proposed method consists of four components, i.e., a micropost encoder, a user histor-
ical sentiment encoder, a User Historical Semantic Encoder, and a micropost sentiment classification
component. Extensive experiments are conducted on real-world data collected from Weibo, and experi-
mental results show that the proposed approach achieves superior performance as compared to state-of-
the-art baselines.

� 2021 Elsevier B.V. All rights reserved.
1. Introduction

Sentiment analysis (also known as opinion mining) aims at
classifying people’s attitudes towards some topics or the overall
polarity to a document. Due to the rise of social media such as
blogs and social networks, significant research efforts have been
devoted to sentiment analysis. With the proliferation of online
reviews, ratings, and recommendations, mining user opinion has
turned into a kind of virtual currency for many organisations look-
ing to market their products, identifying new opportunities and
managing their reputations. How to utilize machine learning tech-
nology to analyze the opinions of microblog posts has become one
of the hotspots in the field of natural language research [1], and
attracted considerable attention [2–5] from researchers in the past
decade.

Traditional sentiment classification technology is primarily
based on exploiting sentiment lexicons or leveraging feature
extraction techniques. Methods based on sentiment lexicons [6,7]
treat sentences as a combination of words, obtain statistical fea-
tures based on expert generated opinions, emotional dictionaries
and template rules, and then perform a multi-granular combina-
tion calculation of words in the text to conduct textual sentiment
analysis. A shortcoming of these methods is that they heavily rely
on user intervention, and the classification results obtained are
sub-optimal [8]. Feature extraction based methods [9,10] usually
construct feature vectors by extracting the feature information
implied in the text, and then learn from the training set by using
traditional methods, such as support vector machine [11], logistic
regression [9], Naive Bayes [12] and etc. Although these methods
tend to outperform lexicon-based approaches, the performance is
still unsatisfactory.

Recently, deep learning-based methods have been studied
extensively due to their excellent performance on many different
tasks. It does not rely too much on feature extraction, and can
exploit the feature information of the text through a deep neural
network model. Most existing studies build sentiment classifiers
by using deep neural networks, such as convolutional neural net-
work (CNN) [13], recurrent neural network (RNN) [14], and
attention-based methods [15–17]. Very recently, some research

http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2021.08.089&domain=pdf
https://doi.org/10.1016/j.neucom.2021.08.089
mailto:zxf@cqut.edu.cn
https://doi.org/10.1016/j.neucom.2021.08.089
http://www.sciencedirect.com/science/journal/09252312
http://www.elsevier.com/locate/neucom


X. Zhu, J. Wu, L. Zhu et al. Neurocomputing 464 (2021) 141–150
works also propose to exploit sentiment linguistic knowledge into
deep neural networks via a multi-path attention mechanism [18].
Despite the promising progress achieved by previous works, how
to effectively classify sentiment in micropost1 text still remains
an open research question. The main challenges of microblog senti-
ment classifications are that microposts are usually very short, and
contain lots of noise, acronyms as well as informal words.

To address the aforementioned issues, in this paper, we lever-
age historical information about a user’s prior posts as prior
knowledge to enhance the representation learning of microposts,
and propose a historical user states-enhanced microblog senti-
ment classification model, named as UHSE. In particular, we first
design a micropost encoder, which is a stacked transformer cap-
turing the information of the micropost content as well as word
sentiment signals to learn a micropost representation. Then, we
propose two encoders, i.e., historical user sentiment encoder
and historical user semantic encoder. In the former, we attempt
to capture user sentiment states by aggregating her historical
records and sentiment information. Since user information pref-
erence and sentiment state would vary across different topics
and evolve over time, we further exploit a time-aware attention
mechanism to address the above issue. In the historical user
semantic encoder, we aggregate historical semantic information
of a user. Similar to the historical user sentiment encoder, the
time dimension is also introduced into the encoder. After that
we concatenate current text representation, its corresponding
historical user semantic representation and historical user senti-
ment representation. At last, a softmax layer is employed for
sentiment classification.

As there are few microblog sentiment datasets which have rich
user contextual information to the scenario mentioned in this
work, we create a dataset with user’s contextual information by
collecting data from Sina Weibo.2 We conducted extensive experi-
ments on this dataset, and results demonstrate that the proposed
approach can effectively model a user’s historical states across both
semantic and sentiment preferences, and consistently outperforms
the state-of-the-art baseline methods with a large margin. The main
contributions of our work can be summarized as follows:

� We propose to involve both historical user semantic and senti-
ment preferences into the loop of microblog sentiment analysis
to alleviate the sparsity issue.
� We propose a unified model which consists of a micropost
encoder to learn representative micropost representations, a
user sentiment state encoder to capture a user’s historical emo-
tion states and a user semantic state encoder to capture a user’s
historical semantic states.
� We create a new dataset with user’s contextual information by
collecting data from Sina Weibo, and make the dataset available
athttps://github.com/zhucqut/UHSE to the research
community.

2. Related work

Microblog sentiment classification has been a hot research
topic in recent years. Previous work for microblog sentiment
classification mainly focused on how to effectively model micro-
post text and external information. Some researchers propose to
incorporate sentiment dictionaries to determine the sentiment of
a text. As sentiment lexicons contain opinion words and senti-
ment phrases, it plays an important role in sentiment analysis
tasks. For example, Kong et al. [19] create a microblog-specific
1 We refer to an individual microblog post of a user as a micropost.
2 https://www.weibo.com
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sentiment lexicon from a massive microblog data, and build a
neural architecture to train a sentiment-aware word embedding.
Lei et al. [18] propose a multi-emotional resource enhancement
attention network (MEAN), where three kinds of emotional lan-
guage knowledges (i.e., emotional vocabulary, negative words,
and word strength) are integrated into a deep neural network
through the attention mechanism. Zhao et al. [20] propose a sen-
timent unit context propagation framework to extract task-
specific explicit and implicit sentiment features. They mark a
set of seed sentiment units with sentiment labels using general
sentiment lexicons, and then conduct sentiment label propaga-
tion from seed sentiment units to unlabeled ones. Ito et al.
[21] develop a sentiment interpretable neural network. They
propose a novel learning strategy called lexical initialization
learning and extract word-level contextual sentiment through
extracting word-level original sentiment and its local and global
word-level contexts.

Some recent researches are devoted to utilize emoji signals as
weak sentiment labels to deal with the label scarcity issue. For
example, Eisner et al. [22] estimate the representation of emojis
by averaging the words from their description. The learnt embed-
ding of emoji could be used in downstream tasks such as Twitter
sentiment analysis. Chen et al. [23] propose to learn bi-sense emoji
embeddings under positive and negative sentimental texts, and
then train a sentiment classifier by attending an attention-based
LSTM network on these bi-sense emoji embeddings. Chen et al.
[24] learn representation for cross-lingual sentiment classification
by employ emoji prediction as an instrument to learn respective
representation for each language.

Very recently, several works propose to leverage context infor-
mation for enhancing the representation of microblog. For exam-
ple, Wu et al. [25] propose to boost microblog sentiment
classification performance via combining social context informa-
tion with textual content. Wang et al. [26] study the problem of
sentiment spreading in social networks. Specifically, they explore
the correlation between users’ sentimental statuses and topic dis-
tributions embedded in the tweets, and then learn the influence
strength between linked users. Zheng et al. [27] identify crucial
contextual information with the help of syntactic structure and
then perform a replicated random walk on a syntax graph to effec-
tively focus on the informative contextual words. They exploit two
kinds of social texts (i.e., social connections between micropost
messages and social connections between users), and formulate
the social context information as the graph structure over the sen-
timents of micropost messages. Feng et al. [28] regard microblogs
as conversation streams with fragmented sentiment expression,
and propose to integrate attention mechanism into hierarchical
LSTM network models to classify context-aware sentiments in
microblogs. They build a highrarchical LSTM network to generate
tweet-level and conversation-level representation, and then incor-
porate an attention mechanism over conversation sequence. Pong
et al. [29] propose a novel dual-view model for sentiment classifi-
cation as well as summarization, and they introduce an inconsis-
tency loss to jointly improve the performance of text
summarization and sentiment classification by encouraging the
sentiment information in the decoder states to be close to that in
the text context representation.

Although great success has been achieved, existing methods
ignore the user historical states (e.g., whether users are optimistic
or pessimistic), which is essential when the current text is short
and ambiguous. A significant difference between our approach
and traditional methods is that we incorporate user historical emo-
tion states into our model and propose a unified framework to
simultaneously capture contextual information of text and user
historical preference information.

https://github.com/zhucqut/UHSE
https://www.weibo.com
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3. Our approach

In this section, we introduce the proposed User Historical States
Enhanced Microblog Sentiment Classification Model (USHE), which
consists of four components: a Microblog Encoder, a Historical
User Sentiment Encoder, a Historical User Semantic Encoder, and
a Microblog Sentiment Classification component. Next, we detail
all components sequentially from bottom to top. Fig. 1 demon-
strates the architecture of our proposed model.

3.1. Micropost encoder

The micropost encoder aims to learn the representation of a
micropost from its textual content, which consists of five layers.
Fig. 2 shows the framework of the micropost encoder. The first
layer is a BERT embedding layer, which is used to obtain word
embeddings from a pre-trained BERT model (BERT-Base) [30].
We denote the word sequence of a micropost text as
w1;w2; . . . ;wLð Þ, where L is the length of the sequence, the BERT
embedding layer is used to convert the text into a sequence of
word embeddings e1; e2; . . . ; eLð Þ via a BERT-based word embedding
look-up table We 2 RV�d, where V and d represent vocabulary size
and word embedding dimension, respectively.

The second layer is a concatenation layer which concatenates
the word embedding and its corresponding sentiment score. This
layer is used to enhance the word representations through combi-
nation with sentiment information and semantic information. Note
that there are many ways to define the sentiment score. In this
work, we compute the sentiment score swi of a word token wi

based on its occurrence in a microblog set with different sentiment
polarity [31], which is formalized as follows:

Freq wið Þ ¼ ja � pos wið Þ � b � neg wið Þj ð1Þ

Freqmin ¼min
wj2V

Freq wj
� � ð2Þ

Freqmax ¼max
wj2V

Freq wj
� � ð3Þ
Fig. 1. The Architecture of User Historical States Enhance

143
swi ¼ bFreq wið Þ � FreqminÞ
Freqmax � Freqmin

cc ð4Þ

where pos wið Þ and neg wið Þ represent the frequency of word wi in
positive documents and negative documents, respectively. j � j rep-
resents the absolute value and b�c represents the round down oper-
ation, a;b and c are parameters. Ifwi is not a sentiment word (not in
the sentiment dictionary), then the sentiment score of the word is
Freq wið Þ, otherwise the sentiment score of the word is swi. The out-

put of the concatenation layer hcat
1 ;hcat

2 ; . . . ;hcat
L

� �
with hcat

i ¼ ei; swi½ �,
where �; �½ � denotes a concatenation operation.

The third layer is a BiLSTM layer which is used to incorporate
the contextual information of the micropost text into the represen-

tation of each word. Specifically, we feed hcat
1 ;hcat

2 ; . . . ;hcat
L

� �
to a

BiLSTM to learn hidden representation h1;h2; . . . ;hLð Þ. A BiLSTM

consists of a forward LSTM which reads from hcat
1

�
to hcat

L Þ and
backward LSTM which reads from hcat

L

�
to hcat

1 Þ:

h
!

i ¼ LSTM hcat
i ; h
!

i�1
� �

ð5Þ

h
 
i ¼ LSTM hcat

i ; h
 
i�1

� �
ð6Þ

where h
!

i 2 Rd=2 and h
 

i 2 Rd=2 denote the hidden states of the for-
ward LSTM and backward LSTM, respectively. Then we concatenate

h
!

i and h
 
i to form the hidden representation hi, i.e., hi ¼ h

!
i; h
 
i

� 	
.

Next, the output h1;h2; . . . ;hLð Þ will be fed into the fourth layer,
a Multi-Head Self-Attention layer [17], which can attend to infor-
mation from different representation subspaces. In particular, for
the ith attention head, we compute the representation vector ai

j of
the jth word as follows:

bai
j;k ¼ hT

j Wihk; ð7Þ
d Microblog Sentiment Classification (USHE) Model.



Fig. 2. Framework of the Micropost Encoder. The Micropost Encoder obtains an effective representation for a micropost based on modeling its textual content.
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ai
j;k ¼

exp bai
j;k

� �
PL

l¼1exp bai
j;l

� � ; ð8Þ

aij ¼ Vi

XL
k¼1

ai
j;khk

 !
; ð9Þ

where Wi and Vi are parameters corresponding to the ith self-
attention head. Then, the representation of word aj is the concate-
nation of the representation vectors produced by all h self-

attention heads, i.e., aj ¼ a1j ; a
2
j ; . . . ; a

h
j

h i
.

On top of the Multi-Head Self-Attention layer, we add another
BiLSTM layer to model more complex word interactions within
the micropost text. Finally, we use the hidden state of the last word
token as the final representation S of the micropost.

3.2. User historical sentiment encoder

In the user historical sentiment encoder, we attempt to capture
user sentiment states by aggregating her historical microposts. As
user’s information preference and sentiment state would vary
across different topics and evolve over time, we propose a novel
time-aware attention mechanism to address the above issue.

We represent user historical sentiment states by the sentiment
labels of her preceding microposts. As it is impractical in real-
world applications to generate sentiment labels, we propose to
leverage weak labels as a surrogate. In this work, we utilize the
prediction probability of a variant of Bert [30] model, named
BERT-sentiment words (BASE) in this paper, as the weak label indi-
cator. More details about this model is given in Section 4.6. Our
preliminary experimental results show that utilizing weak label-
based user historical sentiment states can achieve encouraging
performance.

We denote the weak labels of a user historical sentiment states
as li�k; . . . ; li�1ð Þ, and we define the user historical sentiment enco-
der as follows:

Ei ¼ si�kxi�kli�k; . . . ; si�1xi�1li�1½ � ð10Þ
where k represents the number of historical microposts, s and x
represent the time weight and semantic weight, respectively. The
time weights are used to model the influence of the time. Given a
user, her micropost sequence is s1; . . . ; sið Þ, where si denotes the cur-
rent micropost, the time weights of the previous microposts of si are
defined as follows:

sp ¼ s sp; si
� � ¼ N0e�l tþmð Þ ð11Þ

where sprepresents the p-th historical micropost, i� k 6 p 6 i� 1.
N0 represents an initial value and t represents the time interval.
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m represents the leftward translation amount, which allows the
value to not decay from N0, but continues to decay from any posi-
tion. Suppose that we need to decay from Ninit to Nfinish after z time
units, then parameters l and m can be estimated as follows:

l ¼ 1
z
ln

Ninit

Nfinish

� �
ð12Þ

m ¼ 1
l

ln
N0

Ninit

� �
ð13Þ

The semantic weight is used to model the semantic relation-
ships between microposts. Specifically, the value of semantic
weight xp of historical information is the normalized similarity
between the historical micropost sp and the current micropost si,
which is defined as follows:

f sp; si
� � ¼ Sp � Si

jjSpjj � jjSijj ð14Þ

xp ¼
exp f sp; si

� �� �P
jexp f sp; sj

� �� � ð15Þ

where Si and Sp are the corresponding representations of si and sp,
respectively. These corresponding representations of microposts
are obtained with the Microblog Encoder.

3.3. User Historical Semantic Encoder

In the User Historical Semantic Encoder, we aggregate semantic
representations of a user’s historical microposts. Similar to the user
historical sentiment encoder, we introduce the time dimension
into the encoder and define it as follows:

Ci ¼
Xi�1
p¼i�k

spxpSp
� � ð16Þ

where k represents the number of historical microposts, Sp repre-
sents the representation of the p-th historical micropost. sp and
xp represent its corresponding time weight and semantic weight,
respectively.

3.4. Microblog sentiment classification

The microblog sentiment classification component is used to
classify the sentiment polarity of a micropost. It first applies MLP
to transform the hidden representation as follows:

O1
i ¼ MLP Ci; Si½ �ð Þ ð17Þ

O2
i ¼ MLP Ei; Si½ �ð Þ ð18Þ
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Then, the representation of a micropost is represented as the
concatenation of O1 and O2, formulated as:

Oi ¼ O1
i ;O

2
i

h i
ð19Þ

Finally, we utilize a softmax layer to predict the sentiment label
distribution of the micropost.

byi ¼ Softmax WT
oOi þ bo

� �
ð20Þ

where byi is the output vector of the model, M represents the num-
ber of labels, Wo and bo are trainable parameters.

In the training of the model, our goal is to minimize the cross
entropy between the true label of microposts and their predicted
results. The loss function of the model is defined as follows:

L y; by� � ¼ �XN
i¼1

XM
c¼1

yci log byc
i

� �þ k
X

h 2 Hh2
 !

ð21Þ

where yi represents the true label of the i-th micropost, which is a
one-hot vector, i.e., yci ¼ 1 if the c-th item of yi is the target class. h
represents a regularization of parameters, H denotes the parameter
set, and k is a regularization coefficient of L2. The detailed learning
procedure of the proposed UHSE is shown in Algorithm 1.

Algorithm1: User Historical States Enhanced Microblog
Sentiment Classification Model.

Input A user’s current micropost si; Her corresponding
historical microposts si�k; . . . ; si�1ð Þ; Weak sentiment labels
of these historical microposts li�k; . . . ; li�1ð Þ; Time intervals
of these historical microposts to the current micropost
ti�k; . . . ; ti�1ð Þ.

Output The predicted sentiment label ŷi of the current
micropost.

1: Learn the representation Si of the current micropost si and
the corresponding representations Si�k; . . . ; Si�1ð Þ of the
historical microposts si�k; . . . ; si�1ð Þ with the Micropost
Encoder;

2: Compute the time weights si�k; . . . ; si�1ð Þ of these historical
microposts based on the time intervals ti�k; . . . ; ti�1ð Þ;

3: Compute the semantic weights xi�k; . . . ;xi�1ð Þ of these
historical microposts based on the normalized cosine
similarity between each historical micropost and the
current micropost;

4: Obtain the corresponding historical semantic
representation Ci for the current micropost si with the User
Historical Semantic Encoder;

5: Obtain the corresponding historical sentiment
representation Ei for the current micropost si with the User
Historical Sentiment Encoder;

6: Both Ci and Ei are merged with Si using concatenation and

MLP, respectively. The outputs O1
i and O2

i are further
concatenated and fed into a softmax layer to predict
sentiment label ŷi of the current micropost;

7: return ŷi
3 http://www.keenage.com/
4 https://rdrr.io/rforge/tmcn/man/NTUSD.html
5 https://www.weibo.com
4. Experiments

4.1. Experimental setting

In our experiments, we use a 768-dim pre-trained word embed-
ding [30], and the Bi-LSTM network has 2 � 100 units. We use 200
heads in the multi-head self-attention network, and set the drop-
out rate and epoch number to 0.5 and 50, respectively. The initial
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attenuation value Ninit and the completion attenuation value
Nfinish are empirically set to 0.2 and 0.8, respectively. We set the
parameter k which is the number of historical microposts to 5,
and set the parameter z which is the time decay length for control-
ling time weights to 30. More discussion about the influence of the
parameters k and z will be given in Section 4.8.

4.2. Dataset

The sentiment dictionary we used in this work consists of two
parts. The first part includes both Hownet3 and NTUSD’s Chinese
sentiment dictionary,4 and the second part contains a manually
added set of common emotional terminology in microposts. At last,
we obtain a sentiment dictionary with 9231 positive emotional
words and 14022 negative emotional words.

As far as we know, there are few microblog sentiment datasets,
which have rich user context information to the scenario we study
in this work, such as user’s historical posted contents as well as
time-stamps for each of her micropost. To this end, we create a
dataset with user’s context information by collecting data from
Sina Weibo.5 Specifically, we select a set of candidate users with
the number of followers between 100 and 20,000, which are consid-
ered as general users. For each user, we crawl her user id, microposts
and time-stamp of each micropost from January 1, 2016 to October
31, 2018, which results in 638,859 microposts. Then, we process the
data by removing microposts which are considered as retweets or
the main content consists of an image or advertisements.

After that we randomly selected a set of users who have more
than 100 processed microposts, and manually label all of their
microposts as positive, negative and neutral. In particular, we
annotate the label of each micropost by two annotators from com-
puter science background. A label is assigned to a micropost when
both of them give the same label to this micropost. Otherwise,
another annotator will be involved to annotate the micropost. In
this work, we focus on binary sentiment classification, thus we
only utilize microposts with sentiment polarity and discard neutral
ones. At last, we gather 10,089 microposts, and the average num-
ber of microposts of each user is 121.6. We released our dataset
athttps://github.com/zhucqut/UHSE to facilitate reproducing of
our the experimental results. The detailed statistics of the dataset
are illustrated in Table 1.

4.3. Baselines

In order to fully evaluate the performance of the proposed
model, we compare it with ten competitive baselines:

SO-CAL: Taboada et al. [6] propose a lexicon-based method by
extracting sentiment from text. This method considers the seman-
tic orientation (polarity and strength) of words, and also takes into
account intensification and negation.

C-WL: Dredze et al. [9] use a traditional regression analysis
method for the emotion classification task. They propose a
confidence-weighted linear classifier by introducing parameter
confidence information to the linear classifier, which maintains a
Gaussian distribution over parameter vectors and update the mean
and covariance of the distribution with each instance.

AENB: Narayanan et al. [12] present a sentiment classification
method based on Naive Bayes. This method aims to choose the
right type of features and removing noise by appropriate feature
selection and results in a significant performance improvement.

CNN: Kim et al. [13] employ convolutional neural networks
(CNN) trained on top of pre-trained word vectors for the task of

https://github.com/zhucqut/UHSE
http://www.keenage.com/
https://rdrr.io/rforge/tmcn/man/NTUSD.html
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Table 1
Statistics of the datasets.

Num. of microposts Total Positive Negative
10089 4111 5918

Num. of each user’s Average Min Max
historical microposts 120.6 23 274

Length of microposts Average Min Max
29.5 3 1256

Time interval of each Average Min Max
user’s microposts (days) 5.9 1.2 28.5
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sentiment classification. This method leverages both pre-trained
and task-specific vectors by having multiple channels.

Bi-LSTM: Xu et al. [32] take the Bidirectional Long Short-Term
Memory (Bi-LSTM) to capture the context information effectively
for learning better representation. It obtains the sentiment ten-
dency of the text through the feedforward neural network and
softmax mapping.

Self-attention: Lin et al. [17] propose a self-attention mecha-
nism to learn sentence embedding by extracting different aspects
of the sentence into multiple vector representations. It performs
on top of an LSTM embedding model and relieves some long-
term memorization burden from LSTM.

TextGCN: Yao et al. [33] propose to use graph convolutional
networks for text classification. It constructs a single graph with
global relations between documents and words, then jointly learns
the embeddings for both words and documents.

LR-Bi-LSTM: Qian et al. [34] introduce linguistically regularized
LSTMs for sentence-level sentiment classification. This method
aims to enhance the performance of sentiment classification by
imposing linguistic roles of sentiment lexicons, negation words,
and intensity words into neural networks.

TextING: Zhang et al. [35] extend TextGCN by building an indi-
vidual graph for each document and then apply a GNN to capture
the fine-grained word representations based on the local structure.

MEAN: Lei et al. [18] propose a coupled word embedding
obtained from character-level embedding and word-level embed-
ding to capture both the character-level morphological informa-
tion and word-level semantics. They further propose a multi-
sentiment-resource attention module to learn better representa-
tion from modeling three kinds of sentiment resources including
sentiment lexicon, intensity words, negation words.
Table 2
Performance of different models. Best performance is indicated in bold.
4.4. Evaluation metrics

For evaluation, we use the Macro-averaged Precision (P), Recall
(R), and F1-score (F1) [36] which evaluates averaged P, R and F1 of
all different class-labels, respectively. It gives equal weight to each
label. Formally, Macro-averaged P, R, and F1 are defined as:

P ¼ 1
jCj
X
t2C

Pt ð22Þ
Methods Precision Recall F1

SO-CAL [6] 0.7114 0.6580 0.6569
C-WL [9] 0.6756 0.6695 0.6714
R ¼ 1
jCj
X
t2C

Rt ð23Þ

AENB [12] 0.7979 0.7988 0.7967
CNN [13] 0.8029 0.8043 0.8018
Bi-LSTM [14] 0.8208 0.8181 0.8189
Self-attention [17] 0.8274 0.8280 0.8257
TextGCN [33] 0.8305 0.8290 0.8294
LR-Bi-LSTM [34] 0.8348 0.8350 0.8349
TextING [35] 0.8576 0.8574 0.8570
MEAN [18] 0.8794 0.8796 0.8789

UHSE 0.9099 0.9098 0.9099
F1 ¼ 1
jCj
X
t2C

2PtRt

Pt þ Rt
ð24Þ

where Pt ¼ TPt
TPtþFPt ;Rt ¼ TPt

TPtþFNt
, and TPt ; FPt; FNt denote the true-

positives, false-positives, and false-negatives for the t-th label in a
label set C, respectively.
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4.5. Results

Table 2 shows the performance of our model and baseline mod-
els. It can be observed that our proposed model achieves the best
performance among all methods. It is obvious that the SO-CAL
method gets the worst performance, because lexicon-based
approaches cannot effectively capture the semantic information.
C-WL is slightly better than SO-CAL as it further leverages the
semantic signals of the text. The performance of AENB is better
than C-WL, which indicates that the Bayesian method can better
fit nonlinear data.

Compared with traditional methods, deep neural network-
based methods demonstrate superior performance. For example,
the F1-score of Bi-LSTM and CNN are considerable higher than
AENB. In addition, the Self-attention model outperforms both Bi-
LSTM and CNN, and achieves a F1-score of 0.8257, as it can effec-
tively capture the complex connection information among microp-
ost words. The performance of TextGCN is comparable to that of
Self-attention. It models the global structure information by con-
ducting a GCN over a textgraph. LR-Bi-LSTM outperforms afore-
mentioned methods as it integrates linguistic roles of sentiment,
negation and intensity words into neural networks via the linguis-
tic regularization. TextING achieves a better performance than LR-
Bi-LSTM, mainly since TextING captures a fine-grained word repre-
sentation by applying GCN on the individual graph for each docu-
ment. The best performing baseline method is MEAN, which
achieves the highest F1-score of 0.8789. The reason is that it can
effectively learn representations from multiple kinds of sentiment
resources. Our method outperforms all baselines. Compared with
the best performing baseline MEAN, the absolute F1-score
improvement is 0.031. The results verify the effectiveness of our
proposed model, which leverages user historical states in micro-
blog sentiment classification.
4.6. Ablation study

In order to analyse the effectiveness of each component of our
model, we also conduct an ablation study and the result is shown
in Table 3.

W2V is the model which leverages word2vec to obtain word
embeddings, and then employs a BiLSTM to learn the contextual
information of words. The hidden vector of the last word will be
used for prediction. W2V-sentiment words expands W2V by intro-
ducing sentiment words. BERT-sentiment words is the model
which replaces word2vec with BERT. BASE-historical sentiment
and BASE-historical semantic are the models which utilize user
historical sentiment information and user historical semantic
information, respectively. UHSE is our proposed model. UHSE w/
o time weight and UHSE w/o semantic weight are the models



Table 3
Ablation study results in terms of Precision, Recall and F1-score.

Methods Precision Recall F1

W2V 0.8111 0.8117 0.8113
W2V-sentiment words 0.8698 0.8603 0.8595
BERT-sentiment words (BASE) 0.8794 0.8795 0.8788
BASE-historical sentiment 0.8973 0.8974 0.8970
BASE-historical semantic 0.8970 0.8964 0.8958
UHSE w/o time weight 0.8963 0.8949 0.8953
UHSE w/o semantic weight 0.8980 0.8964 0.8968
UHSE 0.9099 0.9098 0.9099
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which remove time weight and semantic weight from UHSE,
respectively.

In Table 3, we observe that the performance of W2V-sentiment
words is better than W2V. It verifies that adding sentiment words
is beneficial for improving the classification performance. BERT-
sentiment words performs better than W2V-sentiment since BERT
can better learn word vector expressions through the transformer
mechanism. BASE-historical sentiment and BASE-historical seman-
tic further boost the performance as compared to BERT-sentiment
words. This shows that involving user historical sentiment infor-
mation and user historical semantic information is very important
for sentiment classification. In addition, we also observe that both
time weights and semantic weights play a critical role in our
model, and removing either of them will lead to a significant per-
formance drop. Compared with all variants, our proposed model
UHSE achieves the best performance. This is because that UHSE
can effectively capture both user historical semantic and sentiment
preference information in an end-to-end unified framework. In
particular, UHSE models user historical semantic preference by uti-
lizing the User Historical Semantic Encoder, and captures user his-
torical sentiment preference by employing the User Historical
Sentiment Encoder. The results are also consistent with that in
Table 2 where UHSE outperforms all other existing methods which
do not take user historical information into consideration.
4.7. Case study

In this section, we conduct a case study to analyze the influence
of historical emotional information on our approach. Table 4 shows
a list of user historical posted texts as well as her current text. For

the current text ‘‘8 (Eight months, as

long as you’re happy) ”, we cannot get the real emotion of the user.
However, when we go through her previous microposts, we can
Table 4
Case Study. Results of the best performing baseline MEAN and our proposed method UHS
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observe that she is experiencing a process of losing a loved one.
Therefore, it is clear that ‘‘Eight months, as long as you’re happy”
are just words of comfort and her real emotion is negative as she
is broken heart at this moment.

From Table 4, we observe that the best performing baseline
MEAN incorrectly classified it as positive while our proposed
approaches correctly assigned a negative label to the current
micropost. The is mainly because that MEAN focuses on modeling
the information within the current micropost while ignoring the
rich information from the user’s historical microposts. When the
positive words ‘‘happy” appears, MEAN would be misleaded and
is prone to classify the micropost as positive. As compared to
MEAN, our proposed method UHSE involves user’s historical emo-
tion states into the loop of sentiment classification. When the sen-
timent polarity of the current micropost is ambiguous, such as the
one mentioned above, UHSE can correctly identify the real emotion
of the user by exploring her historical emotion states.
4.8. Parameter sensitivity

In this section, we study the sensitivity of our proposed method
USHE to the two parameters k and z, and explore how the different
values for parameters would affect the model performance.

We first analyze the parameter k, which is the number of histor-
ical microposts. The left column of Fig. 3 shows the performance of
USHE by varying k from 1 to 10 with a step size 1. From the figure,
we can see that the value of k significantly affects the performance
of USHE in all evaluation metrics. Specifically, with the increase of
the k value, the performance first increases until it reaches the
highest performance at k = 5, and then starts to decline. The reason
behind this trend is that for smaller k, less user’s historical micro-
posts are leveraged and can not capture a user’s historical senti-
ment preference effectively. When k becomes too large, more
irrelevant and outdated information will be incorporated into the
model and result in sub-optimal performance.

Then, we study the influence of the parameter z which is the
time decay length for controlling time weights. The right column
of Fig. 3 demonstrates the performance of USHE by varying z from
10 to 50 with a step size 10. We can observe that the model perfor-
mance increases as we employ a larger value of z, and reach a peak
when z is 30. When we further increase z, the performance will
drop gradually. This is mainly because that if we set a small value
to z, the time weights will decay quickly and several recent rele-
vant microblogs will be underestimated. However, when the value
of z is too large, all historical texts will have similar time weights
E on testing examples.



Fig. 3. The sensitivity of USHE to parameter k (the number of historical microposts) and parameter z (the time decay length for controlling time weights).
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and the effectiveness from time dimension will vanish, which is
consistent with the results in the ablation study.
5. Conclusion

In this paper, we attempt to involve user’s historical semantic
and sentiment preferences into the loop of microblog sentiment
analysis. To this end, we propose a unified model which consists
of a micropost encoder to learn representative micropost represen-
tation, a user sentiment state encoder to capture user-specific his-
torical emotion states, as well as a user semantic state encoder to
capture user-specific historical semantic states. Since there are few
microblog sentiment datasets, which have rich user historical
information to the scenario we study in this work, we create a
new dataset with user historical information by collecting data
from Weibo. We release the dataset for the research community
and enable reproducibility of research. Extensive experiments are
conducted, and results show that the proposed approach achieves
superior performance compared with state-of-the-art baseline
methods.

As the sentiment would vary considerably with respect to dif-
ferent time intervals. In this paper, we simplify this issue and
leverage users’ k most recent microposts to capture their senti-
ment states. In the future work, we will model the time interval
information in a fine-grained manner. In addition, we will also
investigate the influence of user historical state information under
148
a different scenario, such as Twitter, where users have different
background as compared to users in Weibo.
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Appendix A. Influence of time

In this work, we leverage the Newton’s Law of Cooling to infer
the time weights of the previous microposts of si as mentioned
in Eq. (11). Here we discuss how to estimate the two parameters
l and m.

Suppose that we need to decay from Ninit to Nfinish after z time
units, as follows:

Ninit ¼ N0e�lm
Nfinish ¼ N0e�l zþmð Þ

then we have,

l ¼ 1
z
ln

Ninit

Nfinish

� �
m ¼ 1
l

ln
N0

Ninit

� �
Appendix B. Key factors of data

There are two key factors of data which would affect the perfor-
mance of the proposed method:

(1) The number of available user historical microposts. A large
number of historical microposts can provide rich information
about user historical sentiment as well as semantic preference,
which will be used to enhance the representation of user cur-
rent micropost. It is important especially when the current
micropost is sparse and ambiguous;
(2) The quality of labels for all historical microposts. As the pro-
posed method relies on user historical sentiments, the correct-
ness of the labels will affect the results of identifying user
sentiment preference. As manually annotating the labels for
all historical microposts is impractical in real application, we
leverage a base sentiment classifier for providing surrogate
labels, and experimental results based on the surrogate labels
verify the effectiveness of the strategy.
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